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Highlights 8 

 Trend identification is revisited through a model selection framework employing BIC 9 

 Trends, local-, and global-mean models are used to project rainfall indices  10 

 The predictive performance of all models is assessed using 30-year moving windows 11 

 Trends have the worst performance and local-mean models the best 12 

Abstract 13 

Non-stationarity approaches have been increasingly popular in hydrology fitting linear trends in 14 

observation periods and evaluating their significance using standard hypothesis testing. Here we 15 

reframe the problem of trend identification as a model selection task devising a methodological 16 

framework in which trend models are compared to alternative simpler models, namely the local- 17 

and the global-mean models, based on their performance in predicting future climatic-scale (30-18 

year) annual maxima, annual totals, wet-day average and probability dry. We evaluate the 19 

historical predictive performance of all models through a split-sample calibration-validation 20 

technique progressively scanning the whole record by 30-year moving windows. Model selection 21 

is based on the BIC, and contrasted to RMSE evaluation. Trends perform worse in all metrics, 22 

exhibiting on average the largest prediction errors, the largest variance of errors and the lowest 23 
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percentage of selection as best model for the future. The worst performance is found for the 24 

annual maxima, followed by the probability dry. On the contrary, local-mean models perform 25 

consistently well for most cases, especially for persistent indices as the annual totals and 26 

probability dry. On these grounds, we argue that multi-model approaches and split-sample 27 

validation provide better insights disfavouring trend modelling because of inferior prediction 28 

skill compared to simpler approaches. 29 

Keywords:  trends, rainfall extremes, rainfall totals, probability dry, climate projections, non-30 

stationarity31 
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1. Introduction 32 

“A trend is a trend is a trend / But the question is, will it bend? / 33 

Will it alter its course / Through some unforeseen force / 34 

And come to a premature end?”            35 

(Sir Alec Cairncross, 1969, signing as “Stein Age Forecaster”) 36 

In the past decades there has been a plethora of trend analyses in rainfall studies (Bunting et al., 37 

1976; Haylock and Nicholls, 2000, 2000; Rotstayn and Lohmann, 2002; Modarres and da Silva, 38 

2007; Ntegeka and Willems, 2008; Kumar et al., 2010), and it could be argued that relevant 39 

studies are still on the rise (4 370 results for the key phrase “rainfall trends” from Google Scholar 40 

since 2015;  e.g. Biasutti, 2019; Degefu et al., 2019; Folton et al., 2019; Khan et al., 2019; 41 

Papalexiou and Montanari, 2019; Quadros et al., 2019; Rahimi and Fatemi, 2019). This boom of 42 

trend studies and related results has brought aside it a growing discourse on the appropriate 43 

modelling approach. There has been an ongoing debate between stationary vs nonstationary 44 

methods, with the former representing a well-established hydrological practice (Montanari and 45 

Koutsoyiannis, 2014; Koutsoyiannis and Montanari, 2015) and the latter reflecting the attempts 46 

of the scientific community to find a new way to respond to change and uncertainty (Milly et al., 47 

2008; Craig, 2010; Milly et al., 2015), concepts which however are already fully represented in 48 

the stationarity framework (Koutsoyiannis and Montanari, 2007; Serinaldi and Kilsby, 2018).  49 

Recently, critiques of trend modelling have been growing on the grounds of empirical 50 

evidence (Cohn and Lins, 2005), theoretical consistency (Koutsoyiannis and Montanari, 2015), 51 

modelling efficiency (Montanari and Koutsoyiannis, 2014), as well as meaningfulness of the 52 

results (Serinaldi et al., 2018). Still, it is currently commonplace to perform trend fitting 53 
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analyses, mostly with the aim to validate or invalidate the general speculation of intensification 54 

of extremes.  55 

In this research, we examine the trend fitting framework from a different perspective, 56 

through the evaluation of its modelling qualities and namely, its predictive powers for a record. 57 

For this purpose, we introduce a multi-model framework for the evaluation of the results, adding 58 

the simpler models of local and global mean in the pool of candidates, and we base the reasoning 59 

on the statistical performance of the models evaluated from extensive calibration-validation 60 

analysis from multiple climatic-length moving windows of 30 years. While split-sample 61 

techniques (Klemeš, 1986) and multi-model approaches (Georgakakos et al., 2004; Duan et al., 62 

2007) are certainly not new in hydrology, in the field of trend modelling these concepts are 63 

usually disregarded, with the research question typically revolving around the mere estimation of 64 

the statistical significance of a given trend for a specific time window.  65 

Therefore, to escape the various limitations of statistical significance testing for trend 66 

modelling (Cohn and Lins, 2005; Serinaldi et al., 2018), we introduce a model selection 67 

framework, in which all models’ performance in moving windows is simultaneously evaluated 68 

by the same criteria, and the linear trend constitutes just one of the candidate models. This 69 

analysis seeks to answer the following key questions: 70 

 How well are the rainfall statistics of the most recent climatic period predicted by the 71 

candidate models based on the trend calibrated to the prior 30 year period?  72 

 What is the historical all-record predictive performance of linear trend modelling 73 

compared to local mean and global mean models and how is this performance affected by 74 

the presence of dependence in the rainfall series? 75 
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The first question is driven by omnipresent scientific concerns for climate change during the last 76 

decades (e.g. Houghton et al., 1991; Parmesan and Yohe, 2003; Oreskes, 2004; Solomon et al., 77 

2007; McCarl et al., 2008; Moss et al., 2010; Craig, 2010; Pachauri et al., 2014; Kellogg, 2019), 78 

while the second introduces a methodological framework for assessing model predictions, 79 

including ones derived from extrapolating trends, based on objective criteria from model 80 

selection theory. 81 

 82 

2. Dataset 83 

Our dataset includes the 60 longest available daily rainfall records collected from global datasets, 84 

i.e. the Global  Historical  Climatology  Network Daily  database  (Menne et al., 2012), the 85 

European  Climate  Assessment and Dataset (Klein Tank et al., 2002), as well as third parties 86 

listed in the acknowledgments sections. It is an update of the previous dataset explored in 87 

Iliopoulou et al. (2018) of long rainfall records surpassing 150 years of daily values. A brief 88 

summary of the stations’ properties is given in the Appendix (Table A1), while the geographic 89 

location of the rain gauges is shown in Figure 1. The length of the timeseries provides insight 90 

into rainfall variability and is critical for the investigation of linear trends in multiple time 91 

windows and the statistical evaluation of their predictive performance.  92 
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 93 

Figure 1. Map of the 60 stations with longest records used in the analysis. 94 

 95 

3. Methodological framework 96 

3.1 Selected indices of rainfall extremes and initial quality control 97 

We examine four statistical indices of rainfall: annual maxima (AM), annual totals (AT), wet-98 

day average rainfall (WDAV) and probability dry (PD). As wet, we consider any day with 99 

rainfall surpassing the threshold of 1 mm, while we consider values below this threshold as dry 100 

days taken into account for the PD estimation. We employ the following criteria for missing 101 

values. For the annual maxima we use a methodology proposed by Papalexiou and 102 

Koutsoyiannis (2013), according to which an annual maximum in a year with missing values is 103 

not accepted if (a) it belongs to the lowest 40% of the annual maxima values and (b) 30% or 104 

more of the observations for that year are missing. For the rest of the indices, we do not compute 105 
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the yearly index in years with more than 15% of missing values. In general, most records have 106 

very low percentages of missing values (Table A1), which in most cases are clustered in the 107 

beginning of the records and excluded at the second step of the quality control for the trend 108 

analysis, which is introduced later in the relevant sections. 109 

3.2 Predictive models: Linear Trend, Local and Global Mean  110 

Let xi be a stationary stochastic process in discrete time i, i.e. a collection of random variables xi, 111 

and x:={x1, … xn} a single realization (observation) of the latter, i.e. a timeseries. We assume 112 

that in time i = O ≤ n a hypothetical observer makes a forecast based on a subset of the historical 113 

information. Namely from the entire available information that we have (the observed sample 114 

{x1,….xn}) we assume that the hypothetical observer knows only the subset x={x1,….xO}. We 115 

define the climatic ‘present’ as the recently experienced 30-year period including the time O, i.e. 116 

the period [O-29,O], the climatic ‘past’ as all the previous years from the beginning of the record 117 

[1,O-30], and the climatic ‘future’ as the following 30 years [O+1,O+29].  118 

To predict the unobserved periods, past or future, we employ three alternative models. The 119 

first is the typical linear trend model, encompassing two parameters, a slope and an intercept, 120 

fitted via least-squares regression, and the second is a local mean model, including one 121 

parameter, the mean of the present climatic period, extrapolated to the past and future periods. 122 

We also consider a third option, the global mean model which stands for the estimate of the 123 

average from the whole information available at the point O in time. Intentionally, we do not 124 

compute the global mean as the actual historic mean, although (assuming stationarity) it does 125 

converge to that as the sample grows larger, because we are interested in evaluating the models 126 

in realistic conditions in which one has limited information. 127 
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As we move the point of the observer in time the new information is used to update the 128 

three models, as shown in Fig. 2b. Note that in the global mean model no information is ever 129 

lost, only new information keeps adding, while in the other two models the new information is 130 

progressively taking the place of the past, which is ‘forgotten’ (progressively discarded), since 131 

the model is always fitted on 30 years values. 132 

3.3 Validation schemes 133 

To assess the performance of the linear trend and the two mean models, we formulate two 134 

distinct validation schemes, which are illustrated in Fig. 2. In the first (Fig.2a) we evaluate the 135 

models’ performance in explaining the variability of the recent 30 year period of each station 136 

based on calibration on the prior 30 year period. By this ‘static validation’ scheme we also intend 137 

to evaluate whether extremes have changed in a consistent manner in the second half of the 20th 138 

century, as they are commonly assumed, and we also extend this examination to the past data. In 139 

order to maximize the exploitation of the length of each record, we apply this evaluation to the 140 

most recent period of each station, even if the final dates of all records do not coincide. We 141 

favour separate treatment of each station, based on its record length, over a common (and 142 

arbitrary) trend evaluation window for all stations, since our focus is placed on the operational 143 

exploitation of records for predictive purposes and less on a summary of the trend results for a 144 

specific time period. In this regard, the climate change postulation drives the exploratory 145 

assessment of changes in the most recent periods, but it does not dictate the choice of a common 146 

evaluation window, for which there is no empirical support. However, the majority of the records 147 

span the whole 20th century, and extend beyond, with a few exceptions that are mentioned. 148 

The second scheme (Fig.2b) takes a different perspective and examines the historical 149 

performance of the models assuming a hypothetical observer moving in time and making 150 
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predictions as new information becomes available. We fit all three models on 30-year moving-151 

window calibration following the procedure described in the previous section (Section 3.2). The 152 

first moving-window starts from the start of each station while the last moving-window is the 153 

last period for which there are available 30 years of validation data, i.e. 60 years prior to the end 154 

of the station, which coincides with the 30-year window that was exploited in the previous 155 

scheme.  156 

 157 

Figure 2. Explanatory sketch showing the two validation schemes (a. Static Validation and b. 158 

Moving Validation) for an example station. 159 

Because the earlier periods of some records are affected by missing values we introduce 160 

further criteria for this step. To ensure consistency of measurements and minimize the impact of 161 

consecutive missing values in trend estimation, we only analyse periods with less than 5% of 162 

consecutive missing values of the yearly indices. Accordingly, we estimate the linear trend in a 163 

time window only if there exist at least 27 valid indices in each of the 30-year periods of 164 

calibration and validation and we compute the summary statistics only for stations having at least 165 

at least 60 time windows of valid information.  166 
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3.4 Beyond statistical significance to model selection criteria for trend evaluation 167 

Statistical significance is now considered a poor and outdated scientific method for model 168 

evaluation and strong critiques against its blind use are increasingly communicated by the 169 

statistician community itself, part of it even calling for the abandonment of the concept entirely 170 

(Nuzzo, 2014; Wasserstein and Lazar, 2016; Amrhein and Greenland, 2018; Wasserstein et al., 171 

2019; Amrhein et al., 2019).  The American Statistical Association concludes that “the 172 

widespread use of 'statistical significance' (generally interpreted as 'p ≤ 0.05') as a license for 173 

making a claim of a scientific finding (or implied truth) leads to considerable distortion of the 174 

scientific process” (Wasserstein and Lazar, 2016), while a relevant criticism of the concept of 175 

statistical significance dates back to Akaike’s work (Akaike, 1969): “The main difficulty in 176 

applying this kind of procedures stems from the fact that they are essentially formulated in the 177 

form of a successive test of the whiteness of the series against multiple "alternatives." Actually 178 

one of the "alternatives" is just the model we are looking for and thus it is very difficult for us to 179 

get the feeling of the possible alternatives to set reasonable significance levels."  180 

Akaike  has contributed to the introduction of information theory into model selection 181 

criteria (Akaike, 1974) which are prevailing worldwide in model inference (Anderson and 182 

Burnham, 2004) and are increasingly adopted in hydrology as well (e.g. Ye et al., 2008; Laio et 183 

al., 2009; Iliopoulou et al., 2018a). Yet the concept of statistical significance in the field of trend 184 

studies is still widely applied, although its misuse in hydrology has been further emphasized by 185 

seminal studies (e.g. Cohn and Lins, 2005; Koutsoyiannis and Montanari, 2007; Serinaldi et al., 186 

2018) which have established the fact that for hydrological, non i.i.d. data the null hypothesis, 187 

which tacitly contains independence, is a priori wrong, and its rejection, if correctly interpreted, 188 

should point out to the wrong independence assumption. However, the common practice has 189 
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been to misleadingly favour trends. For this reason we do not employ statistical hypothesis 190 

testing for the fitted trends and instead, we resort to model selection theory, regarding trends as 191 

models.  192 

For the evaluation of the candidate models we consider two different criteria, the Root 193 

Mean Square Error, a conventional, standard metric of goodness of fit, applied here for 194 

illustration of its pitfalls and comparison purposes, and the Bayesian Information Criterion 195 

(Schwarz, 1978), an information theoretic approach, widely applied in various model selection 196 

problems, because it is capable of balancing the modelling pursuit of parsimony and goodness of 197 

fit (Burnham and Anderson, 2004). In both cases, the preferred model is the one yielding the 198 

lowest value of the criterion. The RMSE is defined as the square root of the mean square error of 199 

the predicted values 𝑥̂𝑖 with respect to the observed xi:   200 

RMSE = √
∑ (𝑥̂𝑖 − 𝑥𝑖)2
𝑛
𝑖=1

𝑛
 (1) 

while the Bayesian Information Criterion for linear regression is defined as (Priestley, 1981): 201 

BIC = 𝑛ln(RSS 𝑛⁄ ) + 𝑘ln(𝑛) (2) 

where n is the length of the data, k the number of the parameters and RSS stands for the residual 202 

sum of squares, RSS = ∑ (𝑥̂𝑖 − 𝑥𝑖)
2𝑛

𝑖=1 . We note that the alternative well-established and closely 203 

related criterion, AIC is defined for linear regression as AIC = 𝑛ln(𝑅𝑆𝑆 𝑛⁄ ) + 2𝑘. The difference 204 

between the two is the manner by which the extra model parameters are penalized.  In BIC this is 205 

done by the multiplication of the parameters by the term ln(n), while in AIC, simply by the 206 

number 2. This implies that asymptotically, as the number of observations increases, the 207 

goodness of fit term dominates over the parameterization term for both criteria, but at a much 208 

quicker rate for AIC. In essence for large n as in our case (when examining the past), AIC 209 
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reduces to an evaluation of RSS. For this reason, we employ the BIC instead, that converges less 210 

quickly to the RSS evaluation.  211 

For the application in future periods for which the models are extrapolated and not fitted, 212 

we apply the criteria under the hypothesis that the models represent the future period, i.e. both 213 

the RSS and the number of data are computed from the future record, even if the model is 214 

calibrated to the previous period. We stress that BIC is a measure of relative performance of the 215 

models and does not assume that the ‘true’ model is included in the set of alternatives (Ye et al., 216 

2008), if one naively assumes that there exist a “true” model when dealing with complex natural 217 

phenomena. Therefore it is justified to use it as a criterion for predictive quality. Obviously, the 218 

direct comparison of the absolute BIC values for the past, present and future periods is not 219 

meaningful since these are obtained from different data, however the comparison the outcomes 220 

of the model selection for these periods is allowed. 221 

3.5 Statistics of model performance 222 

For the periods of calibration (‘present’) and validation (‘future’), we estimate the following four 223 

performance measures for the three models: present RMSE and present BIC, future RMSE and 224 

future BIC. We evaluate the models’ performance based on two different aspects; the quality of 225 

future performance, irrespective of their present performance, and the quality of future 226 

performance conditional on the ‘present’ performance being superior. Both qualities are judged 227 

by the outcome of the model selection process, i.e. the future performance is evaluated by the 228 

frequency (%) of future time windows in which each model outperforms the other two, while the 229 

conditional performance is obtained by the frequency (%) of present time windows that fulfil the 230 

following condition: the presently chosen model is also found superior in the future. Clearly, the 231 

second evaluation aims at examining the degree of evidence available at present for the selection 232 



13 

 

of each model in the future, while the first evaluation considers only the frequency of good 233 

future results.  234 

For the first type of the evaluation, the historical ‘future’ performance of the three models 235 

is also tracked by computing the following metrics: a) the average RMSE and BIC of each model 236 

computed from all future time windows, and b) the standard deviation of the RMSE computed 237 

from all future time windows. As a further insight into model performance, we assess the 238 

temporal properties of the propagation of the prediction error as well as the BIC value for 239 

specific case studies.  240 

For the second evaluation, in the cases, where a model is best for the present but is 241 

eventually outperformed by another one in the future, we also report the % of time windows for 242 

the preferred alternative models. This evaluation provides insights into the consistency of the 243 

models’ performance, but also allows a critical comparison of the two evaluation settings. For 244 

instance, we note that by usual practice a model would not be considered for future application if 245 

its performance on the present was found inferior. By this rationale, global mean models are 246 

unlikely to be chosen from this set of candidates, as their performance in the present is always 247 

(by construction) worse than that of the local mean model. However, their future performance 248 

often proves superior to the other’s two, as shown next. 249 

3.6 Effect of dependence on model selection 250 

To evaluate how the presence of dependence in the data affects the results, we repeat all the 251 

model evaluations for the randomized counter-series of the original records. The latter are 252 

produced by randomly resampling (shuffling) the original data, in order to destroy the temporal 253 

dependence structure, while fully preserving the marginal properties. Accordingly, we produce 254 

500 shuffled timeseries for each original record. Because in shuffling missing data present in the 255 
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older time periods of the dataset contaminate the whole record with their random spread, for 256 

certain stations more iterations are needed since some shuffled timeseries are discarded due to 257 

the temporal distribution of missing values. From the sample of shuffled timeseries for each 258 

station, we compute the average metrics for the station, to which we compare the original 259 

metrics. We do not perform the random resampling for the stations that did not pass the missing 260 

value control at the preceding step of the analysis.  261 

This examination scrutinizes two key parameters of the results: a) the chance of obtaining a 262 

trend by the two criteria under iid conditions, i.e. the false trend discovery rate by each criterion, 263 

and b) the effect of dependence in the historical data on the predictive relative performance of 264 

each model, as well as on the overall preference for a predictive model.  265 

4. Results 266 

4.1 Trend models performance in static validation 267 

Results from the performance on trend modelling on the last 30 years of each station are shown 268 

in Figures 3-6 for all studied indices and are further summarized in Table 1. It can be seen that 269 

trends have performed poorly, compared to the local mean model, in explaining the most recent  270 

changes of extremes and even more poorly with the respect to capturing the past. Interestingly, 271 

the worst performance —both in future and past validation periods, is encountered in the annual 272 

maxima, followed by probability dry. For the vast majority of cases the local mean model, fitted 273 

with only one parameter, performs better. A visual examination of the 60 stations plots clearly 274 

suggests that climatic trends quickly reverse (thus suggesting a positive answer to the question in 275 

the motto…), while their extrapolation to past and future periods may tend to physically 276 

inconsistent results, e.g. negative amounts of rainfall. Apparently, the only cases where trends 277 
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show a better performance are the ones where the fitted slope is very mild, thus not differing 278 

substantially from the local mean. 279 

 280 

Figure 3. Trends vs the local mean in projecting annual maxima for the 60 longest rainfall 281 

stations. 282 

 283 
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 284 

Figure 4. Trends vs the local mean in projecting annual totals for the 60 longest rainfall stations. 285 
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 286 

Figure 5. Trends vs the local mean in projecting wet-day average rainfall for the 60 longest 287 

rainfall stations. 288 
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 289 

Figure 6. Trends vs the local mean in projecting probability dry for the 60 longest rainfall 290 

stations. 291 
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 292 

 293 

 294 

Table 1  Results from first validation setting (static validation) considering the more recent 30-295 

year period of each station as ‘future validation’ calibrated to its prior 30-year period, and the 296 

whole past record as ‘validation in the past’. The numbers report the sum of the stations (total of 297 

60) in which the Local Mean model outperforms the Linear Trend Model by each criterion. 298 

 299 

4.2 Moving-window assessment of predictive performance  300 

In this step, we further explore the predictive qualities of the models based on the statistical 301 

analysis of the whole record, by adding in the pool of candidates the third alternative model, the 302 

global mean. Figures 7-10 show the distribution of the average error of each model resulting 303 

from the moving window application described in Section 3.3, both for the original and the 304 

shuffled data. It is evident that there is a marked inferior performance of the linear trend, which 305 

naturally is more pronounced for the shuffled data, where in reality there is no trend signal. The 306 

other two models perform similarly, with the local mean model however clearly prevailing in the 307 

cases of annual totals and probability dry (Fig. 8, 10). Interestingly, a preference for the local 308 

 30-year Calibration  30-year Future validation Past validation 

Index By BIC By RMSE By BIC By RMSE By BIC By RMSE 

AM 52 0 56 45 58 57 

AT 57 0 44 35 49 43 

WDAV 52 0 42 35 51 49 

PD 57 0 50 42 49 46 
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mean model is not identified in the shuffled data.  An important insight is derived when the 309 

standard deviation of the RMSE is examined from the whole record moving window application 310 

of the three models (Fig. 11). In this case, it is evident that for the original data the local mean 311 

model prevails in all cases to the global mean model, which however is in turn preferred when 312 

the data are shuffled. The direct explanation is that there is dependence in time, which is 313 

destroyed by shuffling. A user unfamiliar with dependence may misinterpret it as a trend and 314 

perhaps this explains why trend claims have been so common lately. Expectedly, the linear trend 315 

model shows a much worse performance in the variance examination than revealed by the 316 

average RMSE evaluation. The average values of the metrics are summarized in Table 2. 317 

 318 

Figure 7. Average RMSE and BIC value for the local (L-) mean, global (G-) mean and Linear 319 

Trend models applied for the annual maxima prediction of both the original and the shuffled 320 

data. The band inside the box reports the median of the distribution, the lower and upper ends of 321 

the box represent the 1st and 3rd quartiles, respectively, and the whiskers extend to the most 322 

extreme value within 1.5 IQR (interquartile range) from the box ends; outliers are plotted as 323 

points. 324 
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 325 

 326 

Figure 8. Average RMSE and BIC value for the local (L-) mean, global (G-) mean and Linear 327 

Trend models applied for the annual totals prediction of both the original and the shuffled data. 328 

The band inside the box reports the median of the distribution, the lower and upper ends of the 329 

box represent the 1st and 3rd quartiles, respectively, and the whiskers extend to the most extreme 330 

value within 1.5 IQR (interquartile range) from the box ends; outliers are plotted as points. 331 

 332 
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 333 

Figure 9. Average RMSE and BIC value for the local (L-) mean, global (G-) mean and Linear 334 

Trend models applied for the wet-day average prediction of both the original and the shuffled 335 

data. The band inside the box reports the median of the distribution, the lower and upper ends of 336 

the box represent the 1st and 3rd quartiles, respectively, and the whiskers extend to the most 337 

extreme value within 1.5 IQR (interquartile range) from the box ends; outliers are plotted as 338 

points. 339 
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 340 

Figure 10. Average RMSE and BIC value for the local (L-) mean, global (G-) mean and Linear 341 

Trend models applied for the probability dry prediction of both the original and the shuffled data. 342 

The band inside the box reports the median of the distribution, the lower and upper ends of the 343 

box represent the 1st and 3rd quartiles, respectively, and the whiskers extend to the most extreme 344 

value within 1.5 IQR (interquartile range) from the box ends; outliers are plotted as points. 345 
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 346 

Figure 11. Standard deviation of RMSE for the local (L-) mean, global (G-) mean and Linear 347 

Trend models applied for all the indices of both the original and the shuffled data. The band 348 

inside the box reports the median of the distribution, the lower and upper ends of the box 349 

represent the 1st and 3rd quartiles, respectively, and the whiskers extend to the most extreme 350 

value within 1.5 IQR (interquartile range) from the box ends; outliers are plotted as points. 351 
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From the historical evaluation of the models’ performance, described in Section 3.6, it is at first 352 

evident that possible differences in the marginal distributions among stations have no impact on 353 

the selected models for the shuffled data. Namely, the percentages of model selection in the 354 

future for the shuffled data are approximately stable also for all indices, revolving around the 355 

values of 40% for the L-Mean model, 58% for the G-Mean and 2% for the linear trend according 356 

to the BIC, as seen in Table 2. For the random data, the false trend discovery rate by RMSE rises 357 

to an average of 15%. The worst performance of trend modelling is again identified for the 358 

annual maxima, selected on average by BIC only 3.16% of the future windows (Table 2), while 359 

the local mean model clearly dominates on average in the rest three cases of the annual totals 360 

(54.57%), wet-day average (53.8%) and probability dry (58.71%). Percentages however 361 

considerably fluctuate among the different stations (Fig.12-15), obviously as a result of their 362 

different temporal dependence properties, in contrast to the almost stable results obtained from 363 

their shuffled counter-series. Qualitatively similar model selection results are obtained from the 364 

RMSE evaluation, yet with the marked difference of the percentages of the trend model being 365 

inflated, both for the original and (erroneously) for the shuffled data (15%), accompanied by an 366 

analogous decrease in the rate of selection of the mean models. 367 

 368 
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 369 

Figure 12. Percentage of selection as best model for the future based on RMSE and BIC criteria 370 

for annual maxima of both the original and the shuffled data. 371 

 372 
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 373 

Figure 13. Percentage of selection as best model for the future based on RMSE and BIC criteria 374 

for annual totals of both the original and the shuffled data. 375 

 376 
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 377 

Figure 14. Percentage of selection as best model for the future based on RMSE and BIC criteria 378 

for wet-day average of both the original and the shuffled data. 379 

 380 
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 381 

Figure 15. Percentage of selection as best model for the future based on RMSE and BIC criteria 382 

for probability dry of both the original and the shuffled data. 383 
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Table 2 Average of the metrics of the three models (local (L-) mean, global (G-) mean and 384 

Linear Trend) from all stations and for all four indices. Values from shuffling are reported in 385 

parentheses in red color. 386 

Annual Maxima Annual Totals 

 L-mean G-mean Trend L-mean G-mean Trend 

Average 

RMSE 

16.00 

(16.11) 

15.95  

(15.95) 

18.76 

(18.99) 

149.07 

(153.8) 

154.27 

(152.38) 

174.7 

(180.57) 

St. Deviation 

RMSE 

17.83 

(15.55) 

19.11 

(15.6) 

34.80 

(34.27) 

24.79 

(20.42) 

26.13 

(20.18) 

55.08 

(41.9) 

% selection by 

RMSE 

39.78 

(34.9) 

41.62 

(50.43) 

 18.6 

(14.67) 

42.81 

(34.8) 

27.94 

(50.76) 

29.25 

(14.44) 

% selection by 

BIC 

47.53 

(40.34) 

49.31 

(57.72) 

3.16   

(1.94) 

54.57 

(40.15) 

32.79 

(58.04) 

12.64 

(1.81) 

% conditional 

selection by 

BIC 

47.56 

(40.07) 

- 0.07   

(0.13) 

54.15 

(39.88) 

- 3.71   

(0.09) 

Wet-Day Average Probability Dry 

 L-mean G-mean Trend L-mean G-mean Trend 

Average 

RMSE 

0.98   

(1.05) 

1         

(1.04) 

1.2      

(1.24) 

0.04     

(0.04)  

0.04    

(0.04) 

0.05   

(0.05) 

St. Deviation 

RMSE 

0.26   

(0.21) 

0.25   

(0.21) 

0.49   

(0.35) 

0.01   

(0.01) 

0.01   

(0.01) 

0.02   

(0.01) 

% selection by 

RMSE 

45.9 

(34.76) 

31.53 

(50.64) 

22.57 

(14.6) 

49.6 

(34.74) 

29.67 

(50.66) 

20.73 

(14.6) 

% selection by 

BIC 

53.8 

(40.22) 

35.32 

(57.94) 

10.88 

(1.84) 

58.71 

(40.16) 

33.46 

(57.99) 

7.83   

(1.85) 

% conditional 

selection by 

BIC 

53.43 

(39.95) 

- 3.23   

(0.09) 

58.63 

(39.89) 

- 2.62   

(0.08) 

 387 
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4.3 Conditional evaluation of predictive performance 388 

In this step, we place our focus on tracking the future performance of the models that are 389 

originally chosen as optimal for the present, following the rationale explained in Section 3.5. We 390 

also report the alternative outcomes in case a model is outperformed by its alternatives in the 391 

future, albeit being superior in the present. Obviously, we can perform this evaluation only for 392 

the linear trend model and the L-mean model since the global mean model is never preferred to 393 

the other two in present time. Yet, as it can be seen it is very often selected as the best model for 394 

the future. We do not report the results by the RMSE evaluation, because these are identical to 395 

the results previously reported. The reason is that by the RMSE evaluation, the trend model is 396 

always selected as best for the present —because of its two parameters, and therefore the only 397 

unknown quantity for the estimation of the conditional percentage is the future evaluation by 398 

RMSE, already reported in the previous figures. 399 

Results however from the BIC evaluation allow the objective comparison of both metrics 400 

in conditional mode. The latter are striking in terms of the very poor future performance of the 401 

trend model in the cases when it is found appropriate for the present. For the annual maxima, the 402 

trends performance almost universally deteriorates in the future (Fig. 16a), which is also true for 403 

the rest of the indices (Fig. 17a-19a) with just a few exceptions. On the contrary, the L-mean 404 

model shows a considerably robust performance in the future, as in the majority of cases 405 

continues to be the best model, being outperformed in some cases only from the emergence of 406 

the global mean model as a better choice, namely for the annual maxima (Fig. 20a). Because by 407 

BIC evaluation, both in the present and in the future, the L-mean dominates, its average 408 

percentage is very close to its future percentage (Table 2), although not identical as in the case of 409 

trends evaluated by RMSE. Less expected however, is the future deterioration of the trend’s 410 
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performance in the cases when it is selected in the present. The few time-windows in which the 411 

trend model performs relatively well in the future (e.g. Fig. 13a for annual totals) do not in 412 

general correspond to the present windows in which it also performs well (e.g. Fig. 17a), which 413 

explains the difference in the two statistics. 414 

 415 

Figure 16. Percentage of future performance of each model conditional on its selection on the 416 

present based on RMSE and BIC evaluation for annual maxima of both the original and the 417 

shuffled data. White straps correspond to cases of zero selections for the present. 418 

 419 
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 420 

Figure 17. Percentage of selection as best model for the future for each model conditional on its 421 

selection on the present based on RMSE and BIC evaluation for annual totals of both the original 422 

and the shuffled data. White straps correspond to cases of 0 present selection. 423 

 424 
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 425 

Figure 18. Percentage of selection as best model for the future for each model conditional on its 426 

selection on the present based on RMSE and BIC evaluation for wet-day average of both the 427 

original and the shuffled data. White straps correspond to cases of 0 present selection. 428 

 429 
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 430 

Figure 19. Percentage of selection as best model for the future for each model conditional on its 431 

selection on the present based on RMSE and BIC evaluation for probability dry of both the 432 

original and the shuffled data. White straps correspond to cases of 0 present selection. 433 

 434 

4.4 Temporal propagation of error in projections 435 

For some of the longest and uninterrupted stations of our dataset, i.e. one of the oldest daily 436 

stations worldwide, the Chukwookee station (Jhun and Moon, 1997) in Korea (241 years), the 437 

Prague station in Czech Republic (211 years) and the Radcliffe station in the UK (188 years) we 438 

also evaluate certain temporal patterns of the models’ performance. We examine all indices for 439 

Radcliffe, and two indices for Chukwookee, i.e. annual maxima and totals. We find that a known 440 

change in instrumentation that occurred in the Korean data in 1908 (Lee and Kim, 2018) affected 441 
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the statistics of probability dry and wet-day average resulting in inhomogeneity between the two 442 

periods.  Therefore, for these indices, we choose to evaluate instead the next longer station, that 443 

of Prague.  444 

All models show pronounced periods of clustering of errors that illustrate the strong 445 

variability of rainfall climatology manifested throughout the observed records. However for the 446 

majority of time, the mean models are at the lower front of the errors, with the L-mean model 447 

showing overall superior performance in some cases (Fig. 22-23), owing to the presence of the 448 

persistence, also known as Hurst-Kolmogorov (HK) dynamics (Koutsoyiannis, 2011; 449 

Dimitriadis, 2017)  in the generating process. It is also clear that the linear trend model results in 450 

higher errors, and higher variance of errors as already discussed. It is however additionally 451 

showcased that the trend model is trapped for long periods in areas of poor predictions that also 452 

quickly deteriorate, taking longer to converge to the other two models in areas of lower errors 453 

(e.g. Fig. 21). This is attributed to the fact that the trend model is sensitive to the presence of 454 

extreme observations in the calibration period, which historically, did not continue in the 455 

climatic ‘future’. 456 

 457 
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 458 

Figure 20. Propagation of RMSE and BIC value for the three models along their application to 459 

30 year moving windows of the records for annual maxima. 460 

 461 
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 462 

Figure 21. Propagation of RMSE and BIC value for the three models along their application to 463 

30 year moving windows of the records for annual totals. 464 

 465 
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 466 

Figure 22. Propagation of RMSE and BIC value for the three models along their application to 467 

30 year moving windows of the records for wet-day average. 468 

 469 



40 

 

 470 

Figure 23. Propagation of RMSE and BIC value for the three models along their application to 471 

30 year moving windows of the records for probability dry. 472 

 473 

 474 

5. Discussion and Conclusions 475 

Applications of trend modelling are increasingly encountered in contemporary hydrological 476 

studies aiming to identify deterministic signals of change. In the standard methodological 477 

framework, trends are fitted on a given observation period and subsequently validated based on 478 

the outcome of the binary type hypothesis testing applied with predefined significance levels; a 479 
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practice however highly criticised on theoretical and empirical grounds (Section 3.4). This 480 

research reframes the problem of trend evaluation, this time as a model selection problem, 481 

focusing on the assessment of the predictive qualities of trends when compared to simpler 482 

alternative models, as the global and local mean. The performance of models is evaluated by 483 

their future projections of four rainfall indices: annual maxima, annual totals, wet-day average 484 

rainfall and probability dry, estimated from the 60 longest rainfall records having over 150 years 485 

of daily data. The candidate models are judged by the Bayesian Information Criterion (BIC) both 486 

in calibration and future validation mode, following a process in which the whole observational 487 

record is progressively scanned by climatic moving-windows of 30 years. The outcomes of the 488 

model selection in the future periods are subsequently processed in order to derive the statistics 489 

of the historical performance. This model selection framework also considers metrics of model 490 

properties that reveal the temporal behaviour of the performance, as the percentage of time-491 

windows of selection, the variance of error, and the error propagation behaviour. These expose 492 

aspects of the historical performance which are often masked by the summary statistics, such as 493 

the average error. Its evaluations are also contrasted to the ones obtained from application of a 494 

simple performance metric given by the RMSE. 495 

Results consistently disfavour trend modelling for all rainfall indices. It is revealed by all 496 

evaluations that the mean models outperform the trend models for all four indices and formulated 497 

metrics, namely the average RMSE and BIC, the standard deviation of the RMSE, the percentage 498 

of selection as best model for the future, as well as the percentage of selection as best model for 499 

the future conditional on selection as best model for the present. From a statistical point of view, 500 

trends appear to be the worst modelling choice among the three models, while it is found that 501 

even if they are selected in the present, it is highly likely that they will fail in the future. 502 
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Examination of the error propagation patterns in the longest stations highlight the fact that their 503 

future performance is easily trapped in prolonged periods of high errors due to their sensitivity to 504 

the existence of extreme observations in the calibration period. Interestingly, among the four 505 

indices, the worst performance of trends is found in the case of annual maxima followed by the 506 

probability dry. These findings also hold true for the examined recent 30 year period of most 507 

stations that show no signs of prevailing trends.  508 

It appears that linear trend projections exhibit the typical characteristics of overfitting, i.e. 509 

sharp deterioration of future performance as opposed to excellent performance in calibration in 510 

terms of RMSE, together with increased variance of errors. The BIC provides a solid theoretical 511 

framework for partly addressing overfitting, showing very good results for the randomized 512 

(shuffled) data where the ‘trend detection rate’ in the future is very small by BIC (2%), contrary 513 

to the one by RMSE (15%).  514 

We should stress that we have fitted trends in all given periods, without discrimination, 515 

while for the exploratory analysis of the recent years, we have chosen the most recent 30 year 516 

period of each station, with no prior visual examination. In many common cases, where trends 517 

are identified from the data in hindsight, i.e. the trends are fitted in periods where they are also 518 

found significant, the start period and/or the length of the trend should also be considered a 519 

parameter of the trend model in the BIC evaluation. This should be done in order to compensate 520 

for hindsight bias, in essence for the fact that in retrospect, past events appear more predictable 521 

that they were in the actual time of occurrence. 522 

The comparison to the shuffled data reveals the key role of the dependence properties, else 523 

long-term persistence or HK dynamics (Koutsoyiannis, 2011; O’Connell et al., 2016; 524 

Dimitriadis, 2017), of the indices on the choice of the best future model. Remarkably, indices 525 
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known for their persistence properties, such as annual totals  (Iliopoulou et al., 2018b; Tyralis et 526 

al., 2018) and probability dry (Koutsoyiannis, 2006) show a marked preference for the Local-527 

Mean model, while others where persistence is less manifested, as annual maxima (Iliopoulou 528 

and Koutsoyiannis, 2019) the performance of the global and the local mean model are 529 

comparable; still the variance of the errors being smaller for the latter. Therefore, the local mean 530 

model appears to be a good candidate model for most projections of examined rainfall properties. 531 

A thorough treatment of the theoretical basis and practical formulation of local mean models in 532 

relation to the persistence properties of the parent process is given by Koutsoyiannis (2020).                               533 

Attempting to make forecasts in complex systems, such as mechanisms generating rainfall 534 

extremes, is undoubtedly a challenging task and it is expected for models to fail and predictions 535 

to be invalidated. Yet the recent inclination in discovering trends has led to wildly overlooking 536 

modelling practices, as split-sample validation, long established in hydrology. The present 537 

research poses a counter-argument against the trendy use of trend models for hydroclimatic 538 

projections on the basis of their inferior predictive performance as evaluated from classical 539 

model selection theory. Considering a pool of alternative models instead, is critical for decision-540 

making under uncertainty and risk policies, and in this regard we have shown that local mean 541 

models are simpler and better alternatives. 542 
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Appendix 717 

Table A1. Properties (name, source, latitude, longitude, start year, end year, record length and 718 

missing values percentage) of the 60 longest stations used in the analysis sorted by decreasing 719 

length. For the global datasets, the European Climate Assessment dataset (ECA; 720 

http://www.ecad.eu ) and the Global Historical Climatology Network Daily database (GHCND; 721 

https://data.noaa.gov/dataset/global-historical-climatology-network-daily-ghcn-daily-version-3), 722 

the station identifier is also reported. Asterisks (*) in the “end year” column denote data that 723 

have been continued from a second source. The country of each station is abbreviated in 724 

parentheses aside its name. 725 

http://www.ecad.eu/
https://data.noaa.gov/dataset/global-historical-climatology-network-daily-ghcn-daily-version-3
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NAME SOURCE LAT LON START 

YEAR 

END 

YEAR 

RECORD 

LENGTH 

MISSING 

% 

PADOVA (IT) Marani and Zanetti (2015) 45.87 11.53 1725 2013 289 5.04 

CHUK-WOO-KEE, SEOUL (KR) Jhun and Moon (1997) and Korea 

Meteorological Agency 

37.53 127.02 1777 2017* 241 0.00 

HOHENPEISSENBERG (DE) ECA: 48 HOHENPEISSENBERG 

DE 

47.80 11.01 1781 2017 237 25.56 

PALERMO (IT) GHCND:ITE00105250 38.11 13.35 1797 2008 212 17.16 

PRAGUE (CZ) Czech Hydrometeorological 

Institute 

50.05 14.25 1804 2014 211 0.20 

BOLOGNA (IT) GHCND:ITE00100550 and Dext3r 

of ARPA Emilia Romagna, Rete di 

monitoraggio RIRER 

(http://www.smr.arpa.emr.it/dext3r/) 

44.50 11.35 1813 2018* 206 0.00 

JENA STERNWARTE GM (DE) GHCND:GM000004204 50.93 11.58 1826 2015 190 5.47 

RADCLIFFE (UK) Radcliffe Meteorological Station  

(Burt and Howden, 2011) 

51.76 -1.26 1827 2014 188 0.05 

UPPSALA (SE) Department of Earth Sciences of the 

Uppsala University 

59.86 17.63 1836 2014 179 0.02 

TORONTO (CA) GHCND:CA006158350 43.67 -79.40 1840 2015 176 5.97 

GENOA (IT) GHCND:ITE00100552 44.41 8.93 1833 2008 176 0.00 

ONNEN (NL) ECA :2491 ONNEN NL 53.15 6.67 1846 2018 173 1.10 

SAPPEMEER (NL) ECA:2507 SAPPEMEER NL 53.17 6.73 1846 2018 173 1.10 

WOLTERSUM (NL) ECA:2553 WOLTERSUM NL 53.27 6.72 1846 2018 173 1.14 

GRONINGEN (NL) ECA:147 GRONINGEN NL 53.18 6.60 1846 2018 173 1.10 

RODEN (NL) ECA:516 RODEN NL 53.15 6.43 1846 2018 173 1.10 

 EELDE (NL) ECA:164 EELDE NL 53.12 6.58 1846 2018 173 1.10 

HELSINKI (FI) Finnish Meteorological Institute 60.17 24.93 1845 2015 171 0.33 

MANTOVA (IT) GHCND:ITE00100553 45.16 10.80 1840 2008 169 5.75 

DEN_HELDER (NL) ECA:146 DEN_HELDER NL 52.93 4.75 1850 2018 169 1.13 

 DE_KOOY (NL) ECA:145 DE_KOOY NL 52.92 4.78 1850 2018 169 1.13 

ANNA_PAULOWNA (NL) ECA:521 ANNA_PAULOWNA 

NL 

52.87 4.83 1850 2018 169 1.13 
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CALLANTSOOG (NL) ECA:2382 CALLANTSOOG NL 52.85 4.70 1850 2018 169 1.13 

RITTHEM (NL) ECA:2503 RITTHEM NL 51.47 3.62 1854 2018 165 1.16 

VLISSINGEN (NL) ECA:166 VLISSINGEN NL 51.44 3.60 1854 2018 165 1.16 

SCHOONDIJKE (NL) ECA:572 SCHOONDIJKE NL 51.35 3.55 1854 2018 165 1.16 

'S_HEERENHOEK (NL) ECA:2350 'S_HEERENHOEK NL 51.47 3.77 1854 2018 165 1.16 

BRESKENS (NL) ECA:2377 BRESKENS NL 51.40 3.55 1854 2018 165 1.16 

MIDDELBURG (NL) ECA:2474 MIDDELBURG NL 51.48 3.60 1854 2018 165 1.16 

ARMAGH (UK) GHCND:UK000047811 54.35 -6.65 1838 2001 164 0.26 

OXFORD (UK) GHCND:UK000056225 51.77 -1.27 1853 2015 163 0.42 

HVAR (HR) ECA:1686 HVAR HR 43.17 16.45 1857 2018 162 7.74 

MELBOURNE REGIONAL 

OFFICE (AS) 

GHCND:ASN00086071 -37.81 144.97 1855 2015 161 1.29 

STYKKISHOLMUR (IS) Icelandic Meteorological Office 65.08 -22.73 1856 2015 160 1.00 

GRYCKSBO_D (SE) ECA:6456 GRYCKSBO_D SE 60.69 15.49 1860 2018 159 0.62 

FALUN (SE) GHCND:SW000010537  60.62 15.62 1860 2018 159 0.89 

VAEXJOE (SE) GHCND:SWE00100003 56.87 14.80 1860 2018 159 4.13 

FLORENCE (IT) Regional Hydrologic Service of the 

Tuscany Region 

43.80 11.20 1822 1979 158 2.00 

SYDNEY OBSERVATORY 

HILL (AS) 

GHCND:ASN00066062 -33.86 151.21 1858 2015 158 0.48 

DENILIQUIN WILKINSON ST 

(AS) 

GHCND:ASN00074128 

 

-35.53 144.95 1858 2014 157 1.37 

ZAGREB GRIC (HR) GHCND:HR000142360 

 

45.82 15.98 1860 2015 156 1.54 

ROBE COMPARISON (AS) GHCND:ASN00026026 

 

-37.16 139.76 1860 2015 156 3.66 

GABO ISLAND LIGHTHOUSE 

(AS) 

GHCND:ASN00084016 

 

-37.57 149.92 1864 2018 155 3.36 

NEWCASTLE NOBBYS 

SIGNAL STATIO (AS) 

GHCND:ASN00061055 -32.92 151.80 1862 2015 154 2.55 

OVERVEEN (NL) ECA:2497 OVERVEEN NL 52.40 4.60 1866 2018 153 1.25 
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HOOFDDORP (NL) ECA:151 HOOFDDORP NL 52.32 4.70 1866 2018 153 1.25 

ROELOFARENDSVEEN (NL) ECA:540 ROELOFARENDSVEEN 

NL 

52.22 4.62 1866 2018 153 1.29 

SCHIPHOL (NL) ECA:593 SCHIPHOL NL 52.32 4.79 1866 2018 153 1.25 

AALSMEER (NL) ECA:2351 AALSMEER NL 52.27 4.77 1866 2018 153 1.25 

HEEMSTEDE (NL) ECA:2430 HEEMSTEDE NL 52.35 4.63 1866 2018 153 1.25 

LIJNDEN_(NH) (NL) ECA:2466 LIJNDEN_(NH) NL 52.35 4.75 1866 2018 153 1.25 

LISSE (NL) ECA:2467 LISSE NL 52.27 4.55 1866 2018 153 1.29 

NIJKERK (NL) ECA:2484 NIJKERK NL 52.23 5.47 1867 2018 152 0.75 

 VOORTHUIZEN (NL) ECA:2542 VOORTHUIZEN N 52.18 5.62 1867 2018 152 0.75 

PUTTEN_(GLD) (NL) ECA: 551 PUTTEN_(GLD) NL 5.62 14.00 1867 2018 152 0.75 

ATHENS (GR) National Observatory of Athens 37.97 23.72 1863 2014 152 0.66 

ELSPEET (NL) ECA:2404 ELSPEET NL 52.28 5.78 1867 2018 152 0.75 

LISBON (PT) Kutiel and Trigo (2014) 39.20 -9.25 1863 2013 151 1.06 

MILAN (IT) GHCND:ITE00100554 45.47 9.19 1858 2008 151 0.12 

NEW_YORK_CNTRL_PK_TWR 

(US) 

GHCND: USW00094728  40.78 -73.97 1869 2018 150 0.51 


